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Abstract

In this paper, we survey the basic differential ge-
ometry of surfaces which include shape operator,
first fundamental form, second fundamental form
and curvatures. We also demonstrate how some
significant equations are derived. We explain vari-
ous practical techniques for curvature estimation on
different surface representations such as paramet-
ric surfaces, implicit surface and polygon mesh sur-
faces. Finally we present a surface classification of
point.

1 Differential Geometry on Surface

Let M be an orientable surface embedded in
the three-dimensional spaceR3 such that M is de-
scribed by an arbitrary parameterization of two vari-
ables. For each point p on the surface M , the sur-
face can be approximated by its tangent plane, that
is orthogonal to the normal vector N. Curvatures are
defined to measure local bending of the surface. At
a point p on the surface, for every unit direction u, the
normal curvature k(u) is defined as the curvature of
the curve that belongs to both the surface itself and
a perpendicular plane containing both N and u. For-
mally, the normal curvature is defined by [1]

k(u) = Sp(u) · u, (1)

Figure 1. The shape operator at a point p

where Sp denotes the shape operator. Note that Eq.
1 can be derived by the following.

k(u) = Sp(u) · u
= Sp(−u) · (−u)
= k(−u)

(2)

The shape operator Sp of the surfaceM at a point p
with u as a tangent vector is defined as

Sp(u) = −▽u N, (3)

where N is a unit normal vector field on a neigh-
borhood of p in M . ▽uN is considered the rate of
change of N in the u direction, in other words, it tells
how the tangent planes ofM are varying in the u di-
rection. Figure 1 illustrates the relationship between
the shape operator, normal, and tangent at the point
p on the surface.
The maximum and minimum values of the normal

curvature k(u) of M at p are called the ``principal
curvatures,'' and are denoted by k1 and k2. The



Figure 2. Normal curvature, and principal cur-
vatures at a point p.
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Figure 3. Two principal vectors, e1 and e2, and
the tangent vector u.

associated orthogonal directions of k1 and k2 are
called ``principal directions.'' Unit vectors in these
directions are called ``principal vectors,'' denoted by
e1 and e2. Figure 2 shows the normal curvature, and
the two principal curvatures at the point p. From the
Euler's theorem, the normal curvature of M in the u
direction is

k(u) = k1 cos2 θ + k2 sin2 θ. (4)
Figure 3 shows how the principal vectors and the tan-
gent vector are related.
From [1], a point p of M is ``umbilic,'' if its normal

curvature k(u) is constant on all unit tangent vectors
u at p. Then the following two statements are hold.
Firstly, if p is an umbilic point of M , then the shape
operator S at p is scalar multiplication by k = k1 =

k2. Secondly, if p is a nonumblic point, then there are
exactly two principal directions which are orthogonal
to each other, and if e1 and e2 are principal vectors
in these two directions then

S(e1) = k1e1, (5)
S(e2) = k2e2. (6)

Namely, the principal curvatures are the eigenvalues
of S, and the principal vectors are the eigenvectors
of S.
The Gaussian curvature of M at p is defined as

the determinant of the shape operator S of M at p,
or

K = det(S). (7)
The mean curvature of M at p is defined as half

of the trace of the shape operator S of M at p, or

H =
1

2
trace(S). (8)

From the fact that the principal curvatures are the
eigenvalues of S, and the principal vectors are the
eigenvectors of S, thus the matrix of S at p with re-
spect to e1 and e2 can be formed as

S =

[
k1 0
0 k2

]
. (9)

Therefore, the Gaussian curvature and themean cur-
vature are K = k1k2, and H = (k1 + k2)/2.
In curvature computation, the first fundamental

form and second fundamental form are used. Sup-
pose the surface M is represented by parametric
equations of r = r(u, v), or x = x(u, v), y =
y(u, v) and z = z(u, v), where u and v are coordi-
nate parameters determining position of each point
on the surface patch, and all functions are assumed
to be continuously differentiable [2]. The tangent
vectors of the patch r are shown as follows:

ru =
∂r

∂u
=

 ∂x
∂u
∂y
∂u
∂z
∂u

 , (10)

rv =
∂r

∂v
=

 ∂x
∂v
∂y
∂v
∂z
∂v

 . (11)



The first fundamental form (I) is defined as the dot
product of the surface tangent.

I = (rudu + rvdv) · (rudu + rvdv)

= (ru)
2(du)2 + 2rurvdudv + (rv)

2(dv)2

= Edu2 + 2Fdudv + Gdv2 (12)

E,F , andG are coefficients of the first fundamen-
tal form, which are computed by the following.

E = (ru)
2 = ruu (13)

F = (ru)(rv) = ruv = rvu (14)
G = (rv)

2 = rvv (15)

The second fundamental form (II) is defined as the
negation of the dot product of the tangent and differ-
ential of the normal N.

II = −(rudu + rvdv) · (Nudu + Nvdv)

= −(ruNudu2 + ruNvdudv

+rvNudvdu + rvNvdv2

= −(ruNudu2 + 2ruNvdudv

+rvNvdv2

= Ldu2 + 2Mdudv + Ndv2 (16)

The following shows why ruNv = rvNu. Since
the dot product of tangent vectors and the normal is
equal to zero, ruN = 0, and rvN = 0, therefore,

∂
∂v

(ruN) = ∂
∂u

(rvN),
Nruv + ruNv = Nrvu + rvNv,

∴ ruNv = rvNu.
(17)

e, f , and g are coefficients of the second funda-
mental form, and they are computed by the following.

e = −ruNu = ruuN (18)
f = −ruNv = ruvN = −rvNu (19)
g = −rvNv = rvvN (20)

Also from ruN = rvN = 0, we can show that
−ruNu = Nruu,−ruNv = ruvN, and −rvv = rvvN
by the following.

ruN = 0
∂
∂u

(ruN) = 0

N ∂2r
∂u2 + ru

∂N
∂u

= 0

N ∂2r
∂u2 = −ru

∂N
∂u

∴ Nruu = −ruNu

(21)

rvN = 0
∂
∂v

(rvN) = 0

N ∂2r
∂v2 + rv

∂N
∂v

= 0

N ∂2r
∂v2 = −rv

∂N
∂v

∴ Nrvv = −rvNv

(22)

ruN = 0
∂
∂v

(ruN) = 0

N ∂2r
∂u∂v

+ ru
∂N
∂v

= 0

N ∂2r
∂u∂v

= −ru
∂N
∂v

∴ Nruv = −ruNv

(23)

Now come back in computation of e, f , and g.
The unit normal vector N is computed from the cross
product of tangent vectors,

N =
ru × rv

‖ru × rv‖
, (24)

where

‖ru × rv‖2 = (ruru)(rvrv) − (rurv)
2,

= EG − F 2.
(25)

Therefore, e, f , and g are computed by the follow-



ing.

e = ruu ·
(ru × rv)

‖ru × rv‖

=
1√

EG − F 2
·

∣∣∣∣∣∣
xuu yuu zuu

xu yu zu

xv yv zv

∣∣∣∣∣∣ (26)

f = ruv ·
(ru × rv)

‖ru × rv‖

=
1√

EG − F 2
·

∣∣∣∣∣∣
xuv yuv zuv

xu yu zu

xv yv zv

∣∣∣∣∣∣ (27)

g = rvv ·
(ru × rv)

‖ru × rv‖

=
1√

EG − F 2
·

∣∣∣∣∣∣
xvv yvv zvv

xu yu zu

xv yv zv

∣∣∣∣∣∣ (28)

Other than the above parametric form, r =
r(u, v) = (x(u, v), y(u, v), z(u, v)), the surface
M is also defined as r(u, v) = (u, v, ζ(u, v)),
where ζ is the differentiable real-valued function. All
patches of this type are called ``Monge patches.''
We can say that the surface M is the image of the
Monge patch [1]. The first and second derivatives of
r(u, v) are shown by the following.

ru =
∂r

∂u
=

 1
0
ζu

 (29)

rv =
∂r

∂v
=

 0
1
ζv

 (30)

ruu =
∂2r

∂u2
=

 0
0

ζuu

 (31)

rvv =
∂2r

∂v2
=

 0
0

ζvv

 (32)

ruv =
∂2r

∂u∂v
=

 0
0

ζuv

 (33)

rvu =
∂2r

∂v∂u
=

 0
0

ζvu

 (34)

Note that:

ru × rv =

 −ζu

−ζv

1

 . (35)

The coefficients of the first fundamental and sec-
ond fundamental form are computed by the follow-
ing.

E = (ru)
2 = 1 + ζ2

u (36)
F = (ru)(rv) = 1 + ζuζv (37)
G = (rv)

2 = 1 + ζ2
v (38)

e = ruu ·
(ru × rv)

‖ru × rv‖
=

1√
EG − F 2

· ζuu (39)

f = ruv ·
(ru × rv)

‖ru × rv‖
=

1√
EG − F 2

· ζuv (40)

g = rvv ·
(ru × rv)

‖ru × rv‖
=

1√
EG − F 2

· ζvv (41)

From [3], the normal curvature at a point p on the
surface M with the tangent direction u is expressed
in terms of first and second fundamental forms as

k(u) =
Ldu2 + 2Mdudv + Ndv2

Edu2 + 2Fdudv + Gdv2
. (42)

Also for the Gaussian curvature and mean curvature,
they are expressed as follows:

K =
eg − f 2

EG − F 2
, (43)

H =
eG − 2fF + gE

2(EG − F 2)
. (44)



2 Curvature Estimation by Surface Fitting
Based Methods

Suppose there is a set of data points in 3D space
which represents the surface of a 3D object. The
problem is that we would like to calculate curva-
tures of each data point. One approach to solve the
problem is to approximate surface patches along the
surface with some surface equations, and compute
differential geometry information from the equations
that lead to curvatures. In this section, techniques
to approximate parametric equations, and implicit
equations are explained and also methods to calcu-
late curvatures.

2.1 Parametric Equations

Let M be a surface, which is represented by the
graph of a function of two variables z = f(x, y). The
surface M can be defined by parametric equations
of r = r(u, v) or

x = x(u, v), (45)
y = y(u, v), (46)
z = z(u, v). (47)

where parameters u and v determine the position of
each point on the patch, and all functions are as-
sumed to be continuously differentiable [2]. Goldgof
presented calculation of curvatures for a point when
a set of 3D data points is given in [4] as shown in the
following steps:
1. Fit a plane to the set of 3D points such that the

sum of squares of distances from points to the
plane is minimized.

2. Rotate all data points such that the plan normal
is aligned with the Z-axis, and then translate all
data points by−Tf , whereTf is the vector from
the mean of all data points to the origin. There-
fore, the plane is coincided with the XY-plane.

3. Perform the least-squares error fitting (on trans-
formed data) in the Z-direction to fit the second

order surface of the form,
z(x, y) = γ1 + γ2x + γ3y + γ4xy

+γ5x
2 + γ6y

2. (48)

4. Calculate all necessary derivatives at the point
p(xi, yi, zi) for calculating of the Gaussian and
mean curvatures according to the aforemen-
tioned equations:

zx = γ2 + γ4yi + 2γ5xi, (49)
zy = γ3 + γ4xi + 2γ6yi, (50)

zxx = 2γ5, (51)
zyy = 2γ6, (52)
zxy = γ4. (53)

Suppose there are n data points. In the first step
of fitting a plane of the equationAx+By+Cz+D =
0 to the 3D points, it is performed by first creating
a scatter matrix S, where S = VVt. Let vi =
(xi, yi, zi)

t be the coordinate vector of the point pi

with the mean subtracted, and V is a matrix of size
3 × n, and V is defined as

V =

 x1 · · · xn

y1 · · · yn

z1 · · · zn

 . (54)

The plane coefficients are equal to the coefficients
of the eigenvector with the smallest eigenvalue of the
scatter matrix, and the normal of the plane is the vec-
tor [A,B, C]. The transformation of the data point
can also be considered as transformation of the nor-
mal vector to the positive Z-axis.
To fit the second order surface to the transformed

data, the least squares fit can also be applied
[5]. With n transformed data points, (xi, yi, zi) =
(xi, yi, z(xi, yi)), where 1 ≤ i ≤ n, we get follow-
ing n equations.
γ1 + γ2x1 + γ3y1 + γ4x1y1 + γ5x

2
1 = z1

γ1 + γ2x2 + γ3y2 + γ4x1y2 + γ5x
2
2 = z2...

γ1 + γ2xn + γ3yn + γ4x1yn + γ5x
2
n = zn

(55)



The above equations can also be written in matrix
form as V Γ = Z , where

V =


1 x1 y1 x1y1 x2

1 y2
1

1 x2 y2 x2y2 x2
2 y2

2... ... ... ... ... ...
1 xn yn xnyn x2

n y2
n

 , (56)

Γ =
[

γ1 γ2 γ3 γ4 γ5 γ6

]T
, (57)

Z =
[

z1 z2 . . . zn

]T
. (58)

Therefore, all coefficients of the second order sur-
face equation are computed as follows:

V Γ = Z,
V T V Γ = V T Z,

∴ Γ = (AT A)−1AT Z.
(59)

2.2 Implicit Equation

Implicit surfaces are defined by a polynomial of
three variables F (x, y, z) = 0. We call surfaces
which have polynomial (implicit) forms ``algebraic
surfaces.'' The highest degree of all terms is the de-
gree of the algebraic surface, for example, spheres
and all quadric surfaces are algebraic surfaces of
degree two. In our study, the implicit function is in
the quadric form of

F (x, y, z) = ax2 + by2 + cz2

+ 2exy + 2fyz + 2gzx
+ 2lx + 2my + 2nz + d
= 0,

(60)

where a, b, c, e, f, g, l, m, n, and d are coefficients.
Curvatures of points on a surface can be approx-

imated by fitting of quadric surface patches. For ex-
ample, in [6], Douros and Buxton applied fitting of
quadric surface patches to estimate curvature maps
of 3D human body surface data, which are acquired
by Body scanning hardware. The curvature estima-
tion for every point, p, is processed as follows:
1. Select a neighborhood of N points around p

2. Fit a quadric patch F (x, y, z) = 0 to those se-
lected points

3. Calculate a projection p0 of p onto the patch,
such that F (p0) = 0

4. Compute the Gaussian and mean curvatures
from the coefficients of the first and second fun-
damental forms at p0

In the first step of neighborhood selection, neigh-
boring points are selected from points which are
within a close area that includes the point p. If the
number of included neighboring points is less than
the number of necessary coefficients of the implicit
equation, then the close area will be enlarged, and
neighboring points will be re-selected. The close
area will be enlarged until the number of neighboring
points is larger than the number of necessary coeffi-
cients. For example, more than 9 points are required
for fitting of the quadric equation, because the equa-
tion has 9 necessary coefficients.
After selection of neighboring points, then fitting

of a quadric patch is performed. The quadric form
that is used in fitting is shown by the following.

F (x, y, z) = ax2 + by2 + cz2

+ 2exy + 2fyz + 2gzx
+ 2lx + 2my + 2nz + d
= 0

(61)

Suppose (xi, yi, zi) are selected neighboring
points.

F (xi, yi, zi) = ax2
i + by2

i + cz2
i

+ 2exiyi + 2fyizi

+ 2gzixi + 2lxi

+ 2myi + 2nz + i + d
= εi,

(62)

where εi are called ``algebraic distance.'' In case
that points (xi, yi, zi) lie on the surface, εi = 0.
However, points may always not lie on the surface.
Therefore, in order to find the solution of coefficients,
we compute the following.

min
{∑

i

ε2
i

}
= min

{∑
i

F 2(xi, yi, zi)

}
(63)



However, without any constraints, theminimumof the
above is given by a = b = c = e = f = g = l =
m = n = d = 0, thus a constraint is defined as
a2 + b2 + c2 +d2 +2e2 +2f 2 +2g2 +2l2 +2m2 +
2n2 = 1.
By homogeneous coordinates, the quadric equa-

tion can be represented as follows:

XT UX = 0, (64)

U =


a e g l
e b f m
g f c n
l m n d

 , (65)

where XT is transpose of X , X = [x y z 1]T , and
U is the real symmetric matrix containing the coeffi-
cients. The minimization problem is thus

min {∑i ε
2
i } = min∑

i F
2(xi, yi, zi)

= min{∑
i[X

T UX]2
} (66)

subject to trace(UT U) = 1. The problem can be
reduced to

min
∑

i

(∑
α≤β

xαuαβxβ

)2
 (67)

subject to ∑
α≤β u2

αβ = 1; where uαβ are elements
at row α and column β of the matrixU such thatα ≤
β and α, β = 1, 2, 3, 4. Therefore, we have

uαβ ∈ {u11, u12, u13, u14,
u22, u23, u24,
u33, u34, u44},

(68)

which is equal to {a, e, g, l, b, f,m, c, n, d}, and
xα, xβ ∈ {x1, x2, x3, x4}, (69)

which is equal to {x, y, z, 1}. Therefore,∑
α≤β xαuαβxβ = x1u11x1

+x1u12x2 + x1u13x3 + x1u14x4

+x2u22x2 + x2u23x3 + x2u24x4

+x3u33x3 + x3u34x4 + x4u44x4

= ax2 + by2 + cz2 + exy + fyz + gxz
+lx + my + nz + d.

(70)

In order to solve the minimization problem, the La-
grange Multiplier method is applied. In general, the
method is used to find the extremum of a function
f(x1, x2, ..., xn) subject to the constraint function
g(x1, x2, ..., xn) = C , where f and g are functions
with continuous first partial derivatives. Then for an
extremum to exist,

df =
∂f

∂x1

dx1 +
∂f

∂x2

dx2 + · · ·

+
∂f

∂xn

dxn = 0, (71)

dg =
∂g

∂x1

dx1 +
∂g

∂x2

dx2 + · · ·

+
∂g

∂xn

dxn = 0. (72)

Multiply dg by λ and add it to df , so we get the fol-
lowing.(

∂f
∂x1

+ λ ∂g
∂x1

)
dx1 +

(
∂f
∂x2

+ λ ∂g
∂x2

)
dx2

+ · · · +
(

∂f
∂xn

+ λ ∂g
∂xn

)
dxn = 0

(73)

Note that the differentials are all independent, so we
can set any combination equal to zero, and the re-
mainder still gives zero. Therefore,(

∂f

∂xk

+ λ
∂g

∂xk

)
dxk = 0, k = 1, 2, ..., n. (74)

The constant λ is called the Lagrange multiplier.
In our problem, we have

f(uαβ) =
∑

i

(∑
α≤β

xαuαβxβ

)2

, (75)

g(uαβ) = 1 −
∑
α≤β

u2
αβ. (76)

Compute partial derivatives of f and g by uγδ,
where γ ≤ δ.

∂f

∂uγδ

=
∑

i

(
2xγxδ

(∑
α≤β

xαuαβxβ

))
(77)

∂g

∂uγδ

= −2uγδ (78)



Therefore we get the following equations.∑
i

(
2xγxδ

(∑
α≤β xαuαβxβ

))
−λ.2uγδ = 0∑

α≤β (
∑

i xγxδxαxβ) uαβ

= λuγδ

(79)

The above equation is in a matrix eigenvalue-
eigenvector form Au = λu, where A is the 10× 10
matrix, andu is the 10×1 column vector constructed
from the independent elements of the symmetric ma-
trix U .

u =



u11

u12

u13

u14

u22

u23

u24

u33

u34

u44


=



a
e
g
l
b
f
m
c
n
d


(80)

A =
[

A1 A2 · · · A10

] (81)

A1 =


∑

i x1x1x1x1∑
i x1x2x1x1...∑
i x4x4x1x1

 (82)

A2 =


∑

i x1x2x1x1∑
i x1x2x1x2...∑
i x4x4x1x2

 (83)

A10 =


∑

i x4x4x1x1∑
i x4x4x1x2...∑
i x4x4x4x4

 (84)

Alternatively, A can be expressed as
A = DT D, (85)

where D is the N × 10 design matrix, and N is the
number of neighboring points. Each row of D is de-
fined as

Di =



x2
i

y2
i

z2
i

xiyi

yizi

xizi

xi

yi

zi

1



T

, (86)

where i = 1, . . . , N .
Then 10 real eigenvectors and 10 corresponding

eigenvalues of A are computed. Eigenvectors u is
then normalized to unity, so that the constraint is sat-
isfied. The following will show how ∑

i ε
2
i is related

to λ.
∑

i ε
2
i =

∑
i F

2(xi, yi, zi)

=
∑

i

(∑
α≤β xαuαβxβ

)2

=
∑

i

(∑
α≤β xαuαβxβ

)(∑
γ≤δ xγuγδxδ

)
=

∑
α≤β uαβ

∑
γ≤δ (

∑
i xαxβxγxδ) uγδ

=
∑

α≤β uαβ

(∑
γ≤δ Aαβγδuγδ

)
=

∑
α≤β λuαβuαβ

= λ
(∑

α≤β uαβuαβ

)
∴

∑
i ε

2
i = λ

(87)

We can see that the eigenvalues represent the er-
ror of fit of the eigenvector coefficients. Since we
want the solution which gives the smallest sum of
squared errors, the solution coefficients of the equa-
tion is selected from the coefficients of the eigenvec-
tor with the smallest corresponding eigenvalue. The
confidence of fit is then equal to λ2/λ1, where λ1

andλ2 are the first and second smallest eigenvalues.
However, if the matrix A has the matrix rank lower
than 10, the solutions can be unreliable. Therefore
instead of using the original data points, we should
preprocess these data to avoid low rank. For exam-
ple, in [4], the data points are transformed by Tf ,



where Tf is the vector from the original point to the
mean point of the data points. Now these trans-
formed points are applied to fit the quadric equa-
tion. Moreover, the Householder and QL methods
are suggested to use to calculate eigenvalues and
eigenvectors, because they are efficient and reli-
able.
Since the implicit equation is homogeneous, there

can be two possible solutions which signs of co-
efficients are negated to each other. For exam-
ple, solution coefficients can be either a, b, c,−d, or
−a,−b,−c, d. This ambiguity can later cause in-
correct signs of mean curvatures. Therefore, after
we get the coefficients from the quadric surface fit-
ting, all coefficients must be divided by the first co-
efficient, a.
After getting correct coefficients, we approximate

the point on the surface that is close to our interesting
point. There are three possible ways to do by the
following:

• The first way is to assume that F (p) is very
close to zero, or p0 = p. The method produces
some errors depending on how well the surface
is fitted.

• The second way is to calculate the normal line
onF that passes through p, and compute p0 as
the intersection of the line and F . However, the
result formulation of the problem has no closed-
form solution.

• The third way is an approximation method [6],
which is processed as follows:

1. select three lines n1, n2, and n3 that pass
through p. Note that these three lines
should be orthogonal to each other, and
parallel to the axes of the orthogonal co-
ordinate system.

2. compute the intersection pi of each line
with F . There can be either zero, one, or
two solutions for each intersection prob-
lem. In case of zero solutions, that ni is

rejected. In case of two solutions, the in-
tersection point that is closer to p by dis-
tance is selected.

3. create a new line n4 from the remaining
lines such that n4 is the mean of them.

4. calculate the intersection of n4 with F .
5. now there are at most four possible in-

tersection points, the point that gives the
smallest distance to p is selected as p0.

Note that line equations in 3D space are repre-
sented in parametric form is parallel to the vector
(v1, v2, v3) so the line equations are (x, y, z) =
(x0, y0, z0) + t(v1, v2, v3), or

x = x0 + v1t, (88)
y = y0 + v2t, (89)
z = z0 + v3t. (90)

Therefore, intersection points of a 3D line and
a quadric surface are computed by replacing line
equations into the quadric equation, and solving for
t. Intersection points (x, y, z) are then calculated
from t. Remind that the quadric surface equation is
expressed by the following.

F (x, y, z) = ax2 + by2 + cz2

+ 2exy + 2fyz + 2gzx
+ 2lx + 2my + 2nz
+ d
= 0

(91)

By replacing line equations into the quadric equa-
tion, we get the following.

a(x0 + v1t)
2 + 2l(x0 + v1t)

+ b(y0 + v2t)
2 + 2m(y0 + v2t)

+ c(z0 + v3t)
2 + 2n(z0 + v3t)

+ 2e(x0 + v1t)(y0 + v2t)
+ 2f(y0 + v2t)(z0 + v3t)
+ 2g(z0 + v3t)(x0 + v1t) + d = 0

(92)

At2 + Bt + C = 0 (93)



A,B, and C are computed as follows:

A = av2
1 + bv2

2 + cv2
3

+ 2ev1v2 + 2fv2v3 + 2gv3v1, (94)
B = 2ax0v1 + 2by0v2 + 2cz0v3

+ 2ey0v1 + 2ex0v2 + 2fz0v2

+ 2fy0v3 + 2gx0v3 + 2gz0v1

+ 2lv1 + 2mv2 + 2nv3, (95)
C = ax2

0 + by2
0 + cz2

0

+ 2ex0y0 + 2fy0z0 + 2gz0x0

+ 2lx0 + 2my0 + 2nz0 + d, (96)

then
t =

−B ±
√

B2 − 4AC

2A
. (97)

The next step is to compute curvatures. We thus
need to compute coefficients of the first and second
fundamental forms [7]. First we transform our implicit
function F (x, y, z) = 0 into the Monge patch form
by letting z = ζ(x, y), or F (x, y, ζ(x, y)) = 0. By
implicit differentiation, the total differential ofF is the
following.

dF =
∂F

∂x
dx +

∂F

∂y
dy +

∂F

∂z
dz (98)

Therefore, partial derivatives of ζ are the following.
∂F

∂x
=

∂F

∂x
· ∂x

∂x
+

∂F

∂y
· ∂y

∂x
+

∂F

∂z
· ∂ζ

∂x

0 =
∂F

∂x
+

∂F

∂z
· ∂ζ

∂x

∴ ∂ζ

∂x
= −Fx

Fz

(99)
∂F

∂y
=

∂F

∂x
· ∂x

∂y
+

∂F

∂y
· ∂y

∂y
+

∂F

∂z
· ∂ζ

∂y

0 =
∂F

∂y
+

∂F

∂z
· ∂ζ

∂y

∴ ∂ζ

∂y
= −Fy

Fz

(100)

The coefficients E, F, and G of the first funda-

mental forms are expressed by the following.
E = 1 + ζ2

x = 1 +
F 2

x

F 2
z

(101)

F = ζxζy =
FxFy

F 2
z

(102)

G = 1 + ζ2
y = 1 +

F 2
y

F 2
z

(103)
The magnitude of the gradient is,

|∇| =
√

F 2
x + F 2

y + F 2
z , (104)

and the relationship between these cofficients are
EG − F 2 = (F 2

x + F 2
y + F 2

z )/F 2
z . (105)

In order to compute, the coefficientsL,M , andN
of the second fundamental form, second derivatives
of ζ must be calculated.

ζxx = −(FzFxx − FxFzx)

F 2
z

=
1

F 3
z

∣∣∣∣∣∣
Fxx Fxz Fx

Fzx Fzz Fz

Fx Fz 0

∣∣∣∣∣∣ (106)

ζxy = −(FzFxy − FxFzy)

F 2
z

=
1

F 3
z

∣∣∣∣∣∣
Fxy Fyz Fy

Fxz Fzz Fz

Fx Fz 0

∣∣∣∣∣∣ (107)

ζyy = −(FzFyy − FzFzy)

F 2
z

=
1

F 3
z

∣∣∣∣∣∣
Fyy Fyz Fy

Fzy Fzz Fz

Fy Fz 0

∣∣∣∣∣∣ (108)

Then, e, f , and g are computed by the following.

e =
1

F 2
z |∇|

∣∣∣∣∣∣
Fxx Fxz Fx

Fzx Fzz Fz

Fx Fz 0

∣∣∣∣∣∣ (109)

f =
1

F 2
z |∇|

∣∣∣∣∣∣
Fxy Fyz Fy

Fzx Fzz Fz

Fx Fz 0

∣∣∣∣∣∣ (110)

g =
1

F 2
z |∇|

∣∣∣∣∣∣
Fyy Fyz Fy

Fzy Fzz Fz

Fy Fz 0

∣∣∣∣∣∣ (111)



Then we compute curvatures by forming two 2×2
matrices A and B.

A =

[
e f
f g

]
(112)

B =

[
E F
F G

]
(113)

The Gaussian curvature (K) is defined as, K =
det(A)/ det(B), and the mean curvature (H) is de-
fined as H = 1

2
trace(A−1B). The principal cur-

vatures are the eigenvalues k1 and k2 of the matrix
B−1A. Therefore, the Gaussian curvature and the
mean curvature are also computed as K = k1.k2

and H = 1
2
(k1 + k2).

3 Curvature Estimation on 3D Meshes
There are many proposed methods to estimate

curvatures from surface meshes. A classic way to do
is to fit local surface to meshes and then apply partial
derivatives to get curvatures. The other method is to
use tensor based techniques. Moreover, curvatures
can be estimated at each vertex point from the mesh
shape in a discrete domain.
3.1 Surface fitting based method

The first way to estimate curvatures on 3Dmeshes
is by local surface fitting of meshes. Curvatures
are then calculated from the fitting function. For
example, Yuen, Khalili and Mokhtarian presented a
technique to estimate curvatures on smoothed 3-D
meshes in [8, 9]. According to the literatures, first
from triangulated models of 3-D objects, a local pa-
rameterization technique such as local surface fitting
is applied to get a local parametric representation of
a surface in coordinatesu and v. This representation
is expressed as

r(u, v) = (x(u, v), y(u, v), z(u, v)), (114)
when r(u, v) corresponds to semigeodesic coordi-
nates, Gaussian curvature K is given by

K =
buubvv − b2

uv

x2
v + y2

v + z2
v

, (115)

and

buu =
Axuu + Byuu + Czuu√

A2 + B2 + C2
, (116)

bvv =
Axvv + Byvv + Czvv√

A2 + B2 + C2
, (117)

buv =
Axuv + Byuv + Czuv√

A2 + B2 + C2
, (118)

where A = yuzu − zuyv, B = xvzu − zvxu, and
C = xuyv − yuxv. Mean curvature H is

H =
bvv + (x2

v + y2
v + z2

v)buu

2(x2
v + y2

v + z2
v)

. (119)

For each point of the surface,
P (x(u, v), y(u, v), z(u, v)), the correspond-
ing neighboring data is convolved with the partial
derivatives of the Gaussian function (G(u, v, σ).

xu = x ∗ ∂G

∂u
(120)

yu = y ∗ ∂G

∂u
(121)

zu = z ∗ ∂G

∂u
(122)

xv = x ∗ ∂G

∂v
(123)

yv = y ∗ ∂G

∂v
(124)

zv = z ∗ ∂G

∂v
(125)

xuu = x ∗ ∂2G

∂u2
(126)

yuu = y ∗ ∂2G

∂u2
(127)

zuu = z ∗ ∂2G

∂u2
(128)

xvv = x ∗ ∂2G

∂v2
(129)

yvv = y ∗ ∂2G

∂v2
(130)

zvv = z ∗ ∂2G

∂v2
(131)



xuv = x ∗ ∂2G

∂u∂v
(132)

yuv = y ∗ ∂2G

∂u∂v
(133)

zuv = z ∗ ∂2G

∂u∂v
(134)

3.2 Surface Mesh Curvatures

3.2.1 Gaussian Curvature
In [10, 11], calculation of Gaussian curvature is ex-
plained. The Gaussian curvatureK at a vertex point
is computed from its adjacent triangles,

K =
ρΔθ

A
, (135)

Δθ = 2π −
∑

i

θi, (136)

A =
∑

i

Ai, (137)

whereA is the total area of the adjacent triangles Ti,
for i = 1, 2, 3, ... Figure 4 shows example of curva-
ture approximation at different surface regions. Fig-
ure 4 (a) illustrates the case of vertex P0 is in con-
vex and concave regions. Figure 4 (b) illustrates the
case of vertex P0 is in a saddle region. In the first
case (Figure 4 (a)), ∑i θi < 2π, hence the Gaus-
sian curvature is positive (K > 0). In the second
case (Figure 4 (b)), ∑

i θi > 2π, so the Gaussian
curvature is negative (K < 0). In the case of flat
surface, ∑i θi = 2π, therefore, the Gaussian cur-
vature is equal to zero.

3.2.2 Mean Curvature
The mean curvature is defined by the divergence of
the surface around the normal vector, H = ∇~n.
From [12, 13, 11], the mean curvature normal for a
surface mesh is computed by

−H~n =
1

4A

∑
j∈N(i)

(cotαj + cot βj)(xj − xi),

(138)
where N(i) is the vertex Xi's adjacent polygon set,
(xj − xi) is the edge eij , αj and βj are two angles

(a). Vertex P0 is in convex or concave regions

(b). Vertex P0 is in a saddle region

Figure 4. Approximation of Gaussian curva-
ture at vertex P0

Pi

Pj

Pj−1

Pj+1βj
αj

eij

Figure 5. Approximation of mean curvature at
vertex Pi



in jth and (j − 1)th element inN(i) opposite to the
edge eij , respectively, andA is the sum of the areas
of triangles in N(i). Figure 5 shows approximating
of mean curvature at vertex Pi.

3.2.3 Total Curvature
From [14], in case that the Gaussian curvature and
the mean curvature are already known, the total cur-
vature of a vertex can be calculated by

D =
√

4H2 − 2K2, (139)
where D is the total curvature, K is the Gaussian
curvature, and H is the mean curvature. The total
curvature can also be estimated from the norm of
the covariance of the surface normals that are ad-
jacent to that vertex [14]. The covariance matrix is
first defined from the variance and covariance in all
three cardinal directions. The variance and covari-
ance are computed as follows:

σ2
xx =

1

N

N∑
t=0

(xt − x̄)2, (140)

σ2
yy =

1

N

N∑
t=0

(yt − ȳ)2, (141)

σ2
zz =

1

N

N∑
t=0

(zt − z̄)2, (142)

σ2
xy = σ2

yx

=
1

N

N∑
t=0

(xt − x̄)(yt − ȳ), (143)

σ2
yz = σ2

zy

=
1

N

N∑
t=0

(yt − ȳ)(zt − z̄), (144)

σ2
zx = σ2

xz

=
1

N

N∑
t=0

(zt − z̄)(xt − x̄), (145)

where N is the number of triangles associated with
this vertex, and [xtytzt] are the normal of triangle t.

K > 0 K = 0 K < 0
H < 0 Peak Ridge Saddle Ridge

T=1 T=2 T=3
H = 0 none Flat Minimal Surface

T=4 T=5 T=6
H > 0 Pit Valley Saddle Valley

T=7 T=8 T=9

Table 1. Surface type labels from surface cur-
vature signs

The total curvature D is equal to the norm of the co-
variance matrix C .

D = ||C|| (146)

C =

 σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

 (147)

4 Surface Classification
There are many ways to assign the surface type

of a point. The first method is based on Gaussian
curvature (K) and mean curvature (H) by Besl and
Jain in [15].
The surface type, T , is defined as

T = 1 + 3(1 + sgn(H, ɛ))

+(1 − sgn(K, ɛ)), (148)
and a tolerance signum function is defined by

sgn(x, ɛ) =


+1 : x > ɛ

0 : |x| ≤ ɛ
−1 : x < ɛ

(149)

The Table 1 shows the relationship of K , H , and
T .
The second method is based on principal curva-

tures, k1 and k2, by Koenderink and Doorn in [16].
In this method, a shape index at each point is com-
puted by

s =
2

π
arctan k2 + k1

k2 − k1

, (150)



Shape index range Surface types
s ∈ [−1,−7/8] Spherical cup
s ∈ [−7/8,−5/8) Trough
s ∈ [−5/8,−3/8) Rut
s ∈ [−3/8,−1/8) Saddle ruts
s ∈ [−1/8, +1/8) Saddle
s ∈ [+1/8, +3/8) Saddle ridges
s ∈ [+3/8, +5/8) Ridge
s ∈ [+5/8, +7/8) Dome
s ∈ [+7/8, +1) Spherical cap

Table 2. Surface type assigned from shape
index

where k1 ≥ k2. A surface type is assigned related
to the shape index as in the Table 2.
In addition to the shape index, the cuvedness

was defined as the distance from the origin in the
(k1, k2)-plane. It is used to specify the amount of
`curvedness' or `intensity' of the surface curvature.
The curvedness is computed by

c =

√
k2

1 + k2
2

2
, (151)

where c is always positive.

5 Conclusions
We presented basic theory of differential geom-

etry on surface; and also surveyed practical com-
puting techniques used to calculate important differ-
ential geometric measurements which are related to
surface properties. Thesemeasurements can be ap-
plied in various surface analysis applications, for ex-
ample, package design, material surface analysis,
surface contaction bewteen non-rigid objects, bio-
logical surface study, etc.
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